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Abstract

This paper presents SCNP, a self-configuring network pro-
tocol. Home networks conceptually are a hybrid form of ad-
hoc networks and typical enterprise networks. No currently
existing protocol can solve the problem of network configu-
ration for home networks. SCNP bridges the gap between a
protocol assigning IP addresses and managing routing infor-
mation while guaranteeing IP address uniqueness. To realize
the IP address uniqueness guarantee, we developed a con-
flict resolution algorithm. The combination of assigning IP
addresses, managing routing information and guaranteeing
IP address uniqueness has resulted in SCNP.

1. Introduction

The current generation of networking protocols uses the
Internet Protocol as a ubiquitous layer for building protocols
tailore d for a specific kind of network. Some protocols focus
on ad-hoc networks, others on typical enterprise networks.
Home networks are a hybrid form of ad-hoc networks and
typical enterprise networks.

In this paper, we describe a protocol that addresses the net-
work configuration problem in home networks. We will now
first describe the typical characteristics of home networks be-
fore we give a more precise definition of the network config-
uration problem.

Home networks are typically a mix of mobile parts and
relatively stable parts. As such they can be seen neither as
ad-hoc networks, nor as fixed networks. An example will il-
lustrate this: devices like a TV, audio equipment and a router
can be considered stable parts of a home network, while de-
vices like a laptop, an MP3 player and even a car (which can
contain a whole network of its own) are mobile parts.

The problem is that home networks can also potentially
contain a lot of different subnets. This can easily be demon-

strated by the fact that the networking equipment by which
devices are connected to the network is highly versatile. For
example: an MP3 player connected with a USB cable to
a personal computer can be considered a separate subnet.
Some devices are connected through a wireless network, oth-
ers with a standard Ethernet network and still others with a
Powerline network.

Home networks can be connected to the Internet (poten-
tially with multiple connections), but this is not a require-
ment. This makes it impossible to rely on the presence of a
central component, for example: a gateway.

We can identify three functional requirements in the prob-
lem of network configuration:

1. Initial autoconfiguration: When a router or host joins
the network, each interface has to get a unique IP ad-
dress. This implies generating a unique subnet identi-
fier (the first part of an IP address) and interface identi-
fier (the last part of an IP address).

2. Routing: A router - all hosts with more than one in-
terface are considered routers - needs to know how to
reach subnets other than those which are directly con-
nected to the router. For this reason, each router runs a
routing algorithm.

3. Address Uniqueness Guarantee: This requirement
comes into play when, for example, two distinct net-
works (each with several subnets) get connected
on-the-fly through two wireless devices. This merg-
ing scenario could imply the occurrence of dupli-
cate subnet identifiers after the merge, in which case
one of the two subnets with a duplicate subnet iden-
tifier will become unreachable. Therefore we have to
support continuous duplicate detection for subnet iden-
tifiers.

Starting from the description of a typical home network
in the beginning of this section, the following three non-
functional requirements can be deduced:



1. Scalability: As a result of the hierarchical topology (two
levels) of networks, two kinds of scalability can be
identified: (1) scalability in one subnet and (2) scalabil-
ity in the sense that the protocol can handle a network
with a large number of subnets. We believe that the sec-
ond kind of scalability will be more vital than the for-
mer. This assumption can easily be illustrated with a
simple example: in a home network, it is more likely to
have different networking hardware - which results in
multiple subnets - than to have a few hundred devices
in one subnet.

2. Decentralization: In a home networking context, every
device can potentially be turned off at any moment in
time. As a consequence, an algorithm should not be de-
pendent on the presence of any (special) device to as-
sure the correct functioning of the network. This means
a good algorithm cannot assume one or more central
components.

3. Self-configuration: We cannot assume that the users of
the network will have either the time or the skills to
care about configuring the network settings. This re-
quires that the protocol be fully automatic and that it
works without any user intervention.

The biggest drawback of existing solutions (we will dis-
cuss them in section 2) is that most of them are not scal-
able enough to deal with more than one subnet. Our solution
for the functional and non-functional requirements described
is called the self-configuring network protocol (SCNP). This
protocol is scalable, fully automatic and completely decen-
tralized.

The rest of this paper is organized as follows: In section 2
we briefly present related work. In section 3 we describe our
solution, and in section 4 we evaluate it.

2. Related Work

There are some protocols, which address (at least par-
tially) the same problem domain, namely: the IPv6 Stateless
Autoconfiguration protocol, AutoIP and Zeroconf. We will
now briefly discuss them and verify how well they address
the functional and non-functional requirements mentioned in
section 1.

2.1. AutoIP and Zeroconf

Both AutoIP [9] and Zeroconf [1] use very similar ap-
proaches. They both assign non-routable addresses on a sin-
gle subnet. The technique used for checking the uniqueness
of an address is link-local multicast. Both AutoIP and Zero-
conf use IPv4 addresses.

Since AutoIP and Zeroconf implement the Initial auto-
configuration requirement within one subnet, there is no need

either for a routing protocol (the second functional require-
ment) or for the Address Uniqueness Guarantee. This limits
the scalability a lot. Scalability within one subnet is typically
achieved for up to 30-50 devices in one subnet [5], which is
a realistic assumption. But, there is no scalability in the num-
ber of subnets (maximum one subnet). AutoIP and Zeroconf
do exhibit the two other non-functional requirements (decen-
tralized and self-configuring).

2.2. IPv6 Stateless Autoconfiguration

IPv6 Stateless Autoconfiguration [8, 6] works with
ICMPv6 messages to give each host a unique address. It
is the responsability of the routers to multicast the sub-
net identifier that each host has to use on a specific subnet.
Each host can check the uniqueness of the interface iden-
tifier (last part of address) by using link-local multicast.
The IPv6 address that is constructed by combining the sub-
net identifier from the router and the interface identifier is a
routable IPv6 address. Additionally a non-routable IPv6 ad-
dress is also generated.

For the non-routable IPv6 address, the same argumenta-
tion is valid as described in the previous section (not scal-
able, but decentralized and self-configuring). The routable
IPv6 address is not self-configuring (the subnet identifier has
to be configured on the routers), but decentralized (multi-
ple routers on a subnet can provide the subnet identifiers)
and scalable (works within multiple subnets). A routing al-
gorithm is necessary to complement the IPv6 Stateless Auto-
configuration protocol.

2.3. Evaluation

From the list of functional requirements, none of the pro-
tocols described above can handle the merging of networks,
which involves the merging of different subnets (third func-
tional requirement).

The three non-functional requirements are never simulta-
neously achieved in any of the protocols.

3. Proposed Solution

In this section, we explain the functionality of our proto-
col by describing the different scenarios that can occur in a
typical home network. The reader will notice that we try to
reuse existing protocols whenever this is appropriate.

The presence of IPv6 support is a requirement for our pro-
tocol. The primary reason for building our protocol on IPv6
is the large private address space that IPv6 offers. Private ad-
dresses are not routable on the Internet. Addresses in the IPv6
private address space are called site-local and link-local ad-
dresses [6]. Site-local addresses are routable between differ-



ent subnets. Link-local addresses can only be used within one
subnet.

3.1. Host startup

We define a host as a computing device with one network
interface, as opposed to a router, which has more than one
network interface.

Figure 1. Site-local address parts. The subnet
identifier is unique between subnets. The in-
terface identifier is unique within one subnet.

When a host starts up, there are two tasks that need to be
accomplished:

1. Link-local address configuration: This is defined by the
IPv6 standard [6]. An IPv6 address has a length of 128
bits. An address is divided into a subnet identifier (first
part) and an interface identifier (last part). Since link-
local addresses only work within one subnet, the subnet
identifier is fixed. A host generates a value for the inter-
face identifier (last 64 bits) and checks the uniqueness
of this value by using link-local multicast messages.

2. Site-local address configuration: Figure 1 shows an ex-
ample of a site-local address. The “Address-type” box is
the fixed part (first 10 bits). The rest of the subnet iden-
tifier can be freely used to distinguish different subnets.
When constructing a site-local address, the unique in-
terface identifier (last 64 bits) can be reused from the
link-local address. This is also the reason why we im-
posed a subnet identifier length of 64 bits. The unique
subnet identifier is requested by sending a Router So-
licitation message to the link-local all-routers multi-
cast address. A router answers this query with a Router
Advertisement message. Notice that all routers are as-
sumed to have unique subnet identifiers.

When there are no routers present on the subnet, there is
no need for configuring site-local addresses. The only hosts
with which communication is possible are those on the local
subnet and link-local addresses that are used to communicate
within one subnet.

3.2. Router start-up

The tasks a router needs to execute at startup are very sim-
ilar to those of a host. Since a router is defined as a device

Figure 2. The clouds represent subnets. The
straight lines are the network connections
from the routers to the subnets. Uniqueness
of the interface identifier has to be achieved
in each subnet (inner ovals). Uniqueness of
the subnet identifier has to be achieved in the
whole network (outer circle).

with more than one network interface, each interface has to
get a link-local and a site-local address.

Take the startup of router C in Figure 2 as an example.
Router C will connect subnet 7 with the rest of the network.
All other subnets and routers are assumed to be already ac-
tive. As a first task, router C needs to configure a link-local
address on each of its three interfaces (to networks 4, 6 and
7). This is exactly the same as in the case of a host startup.
Next, router C sends Router Solicitation messages on all the
three subnets to which it is connected. In subnet 6, router
D replies with a Router Advertisement message containing
the site-local prefix to use. Since router C is the only router
in subnet 7, it will be impossible to acquire a subnet identi-
fier. It is now the task of router C to generate a unique subnet
identifier.

Two extra messages are necessary for checking the
uniqueness of a subnet identifier: a Subnet Proposal mes-
sage and a Subnet Collision message. A router first sends
a Subnet Proposal message to its neighbours. When a du-
plicate is detected, the router that detects the duplicate
replies with a Subnet Collision message. The neigh-
bours check for duplicates in their routing tables. In
our example, router C sends its subnet identifier pro-
posal to routers B and D. They both check their routing
tables. When one (or both) of B and D find the proposed sub-



net identifier in the routing table, a Subnet Collision message
is returned. When there is no Subnet Collision message re-
ceived during a certain time-interval, the uniqueness of the
subnet identifier is assumed. This time-interval is an es-
timate of the transfer time and processing time for a
Subnet Proposal message to be sent and a Subnet Colli-
sion message to return on a particular link type. Router
C will periodically send out Router Advertisement mes-
sages on all directly connected subnets. It will also answer
Router Solicitation messages. On subnet 4, router C will ad-
vertise the same subnet identifier as router B; the same
is true for router D on subnet 6. Router C will adver-
tise the newly generated subnet identifier on subnet 7. The
first time router C sends this Router Advertisement mes-
sage on subnet 7, all hosts will configure a site-local address.
Previously, the hosts on subnet 7 only had link-local ad-
dresses because subnet 7 was an isolated subnet.

Each router also has to run a routing protocol. This is nec-
essary because hosts delegate the correct delivery of inter-
subnet packets to the routers. The most important property
for a routing protocol is that all routers get all the other sub-
net identifiers available in the network. This is necessary for
duplicate detection of subnet identifiers. Since we aim to re-
alize a self-configuring network, all the configuration param-
eters of the routing protocol have to be determined dynami-
cally. The routing protocol that the SCNP uses is called the
OSPFv3 [3] protocol (v3 is the IPv6 variant of the OSPF
protocol). OSPFv3 is the most widely used routing proto-
col in private networks. OSPFv3 allows the distribution of
routing information throughout the network with minimal
overhead and fast adaptation to changing network topologies.
RIP [7] is another widely used protocol for private networks.
The problem with RIP is that it takes more time to adapt to
changes in the network topology (which we described as a
property of home networks in section 1).

3.3. Two networks merge

When two networks merge, it is possible for duplicate
subnet identifiers to appear in the network, since the unique-
ness of the subnet identifiers was checked separately in the
two networks (before they merged).

To detect a conflict, a router monitors all the incom-
ing link-state advertisement messages; (this is the name that
OSPFv3 uses for messages that contain routing information).
A router checks all the subnet identifiers contained in a link-
state advertisement message and compares them to the sub-
net identifiers on all its network interfaces. The link-state
advertisement messages offer enough information to distin-
guish between duplicate subnet identifiers on onse side, and
a message from one of the directly connected subnets on the
other side.

As soon as a duplicate subnet identifier has been detected
by a router, the router discards this subnet identifier from the
corresponding interface and floods the network with a Sub-
net Collision message. When the other router with the same
subnet identifier gets this message, it too discards the (dupli-
cate) subnet identifier. All the other routers also discard the
subnet identifier from their routing tables, otherwise the rout-
ing tables would get confused.

When a new subnet identifier needs to be generated, the
same procedure is used as described in the previous section
(Router start-up).

3.4. Combinations

All possible scenarios can be described in terms of one or
a combination of the three cases we have discussed in this
section.

The example of a router startup that connects two exist-
ing networks (each with multiple subnets) is a combination
of the “router startup” and the “two networks merge” cases.
In this example, the router does not need to generate any new
subnet identifiers, but it is possible that duplicates will oc-
cur because two networks have merged.

4. Evaluation

We will evaluate our protocol based on the functional and
non-functional requirements mentioned in section 1. A more
quantitative evaluation can be found in [4].

4.1. Functional Requirements

We will now briefly recapitulate our protocol. This de-
scription is based on the three functional requirements men-
tioned in section 1.

1. Initial autoconfiguration: The IPv6 Stateless Autocon-
figuration protocol [8] is used for generating unique
interface identifiers and advertising subnet identifiers
(Router Advertisement and Router Solicitation mes-
sages). We added the Subnet Proposal and Subnet Col-
lision messages for generating unique subnet identifiers
when a router starts up.

2. Routing: The OSPFv3 [3] protocol is used for routing.
3. Address Uniqueness Guarantee: The Address Unique-

ness Guarantee consists of two parts:

(a) A hook in the routing algorithm which checks
each incoming link-state advertisement message
for duplicate subnet identifiers.

(b) The flooding of Subnet Collision messages when
a duplicate is detected. After the flooding, the
same algorithm as in the Initial autoconfiguration
phase is used for generating a new subnet identi-
fier.



4.2. Non-functional Requirements

We will now discuss how our protocol addresses the non-
functional requirements, mentioned in section 1:

1. Scalability: In theory, the limit on the number of sub-
nets is 254 because this is the number of bits that are re-
served for the subnet identifier. When there are more
subnets, there is a greater possibility of conflicts and
the routing algorithm has to send more packets to keep
all routing tables up-to-date. It is clear that the possibil-
ity of a conflict is extremely low in any realistic setting
(maximum a few thousand subnets).

2. Decentralization: Our protocol does not depend on any
central component of whatever kind. All routers keep
information about the subnet identifiers present in the
network and the advertising of subnet identifiers on a
subnet is done by all the routers connected to that par-
ticular subnet.

3. Self-configuration: SCNP is self-configuring because:
(1) the IPv6 Stateless Autoconfiguration protocol takes
care of the generation of unique interface identifiers, (2)
subnet identifiers are automatically generated and, (3)
conflicts are triggered by the routing algorithm and au-
tomatically resolved.

5. Summary

In retrospect, it is clear that our solution contributes the
glue for combining the IPv6 Stateless [8] Autoconfiguration
protocol and the OSPFv3 [3] routing protocol. The added
value of our protocol is twofold:

1. The generation of unique subnet identifiers. These are
advertised by the IPv6 Stateless Autoconfiguration pro-
tocol [8].

2. The continuous checking for duplicates by means of
hooking into the routing algorithm and providing mes-
sages for duplicate notification.

An initial prototype of this protocol is described in [2]. We
are now finishing a full implementation so that we can move
on to benchmarking the protocol.
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